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Squa.re bracketed numbers in the margin lndica,te marks for each part of a questlon
_ Boxed numbers in the margin indicate total marks of the questlon

(Answer all of the following questions)

QUESHONIL ..o i Total Marks on Question 1 is:
Answer any 4 questions from the following:

\M Consider the following propositions:

a = The temperature reaches 100 degree.
b = Water boils.

Now convert the following sentences to compound propositions using loglcal .
connectives allowed in the syntax of propositional logic:
i. Water boils unless the temperature reaches 100 degree. (1]
ii. The temperature reaching 100 degree is necessary for boiling wates (1]
Consider the same two propositions (a and b) as given in question 1.2. Based
on these, convert the following compound propositions to english sentences: o'
i.asb _ R s i
ii. a+b o &P : l]] o
Jp) When is a logical proof called a sound proof? e i
Ld) What is the goal of supervised learning?

(e) What is the reason for using regularizers in a supervised learning setting?

Question 2. ... .. TIPSR . oo DT | Total Marks on Question !
Answer any 4 questions from the following:

Let a and b be two atomic propositions. Now write the proposmonal emar
 for the following three compound propositions:
i.aAb '
ii. a+b
iii. a4 b
(b) For each of the following compound Propositions, mentmn
Propositional definite clauses owot -
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estion 2 continues . ____cspall

i. p+ q
i. ¢
ili. pAqg 7

S€) Write .a'. pseudocode for the top-down proof on a knowledge base contair
propositional definite claugeg,
(d)‘- i. What is inductive biag?
ii. What is a bias feature? '

(e) Consider the hypothesis space of a linear regression problem is restricted to

have only integer parameter valyes. Would such a hypothesis space be easier
to optimize or not? Justify your answer.

i

BUEStION B.. .....ovennnnnn. i O Y Total Marks on Question 3 is: [20]
Answer any 4 questions from the following;: ok
Aa) Consider you are given the following knowledge base: e . X 5]
e
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Write all possible models of this knowledge base. No explanation is required. {8
\4)) Consider you are given the following knowledge base: _ (5] _r
: a+bAc ' '
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Now find all the propositions entailed by this knowledge base by constructing
a bottom-up proof. Show al] steps of the proof along with your final : eguit,

(c) Consider you are given the following dataset: ad

70 on to the next page ...
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tion 3 continues ...
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Rewrite the same dataset by standardizing it. [Hint: p = L% gnd o =
Zﬁw] 5 ~

(5]

X (d) Consider the same dataset given in question 3.c. Rewrite the dataset by nor-
malizing it in the range [0, 1]. '
\(})/ Consider you are given an N samples dataset with feature matrix X € RV %2 (5]
target vector t € RV, and your goal is to learn a weight vector w € RP. A loss
function for training over the dataset is defined as:
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LX, tw) ==Y {tn — y(@n, )}’ K -\
i n=1 *&T{')
=o{t- y(X,w)} {t —y(X,w)}

where y(X,w) = Xw is defined as the hypothesis function of the regression

. problem. Note that, the first line of the loss function is in the summation form,
" and the second line is the same equation in the ve m.

Now your task is to optimize thi jon with respect to the parameter

vector w. If your solution is in closed form, then write the equation as it is.

In other cases, write the equation as a batch gradient descent optimization

equation.
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